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Abstract

This paper presents an explainable AI (XAI) system that

provides explanations for its predictions. The system con-

sists of two key components – namely, the prediction And-Or

graph (AOG) model for recognizing and localizing concepts

of interest in input data, and the XAI model for providing

explanations to the user about the AOG’s predictions. In

this work, we focus on the XAI model specified to interact

with the user in natural language, whereas the AOG’s pre-

dictions are considered given and represented by the corre-

sponding parse graphs (pg’s) of the AOG. Our XAI model

takes pg’s as input and provides answers to the user’s ques-

tions using the following types of reasoning: direct evidence

(e.g., detection scores), part-based inference (e.g., detected

parts provide evidence for the concept asked), and other ev-

idences from spatiotemporal context (e.g., constraints from

the spatiotemporal surround). We identify several correla-

tions between user’s questions and the XAI answers using

Youtube Action dataset.

1. Introduction

An explainable AI (XAI) model aims to provide trans-

parency (in the form of justification, explanation, etc) for

its predictions or actions made by it [10, 1, 5, 9]. Recently,

there has been a lot of focus on building XAI models, espe-

cially to provide explanations for understanding and inter-

preting the predictions made by deep learning models.

Consider for example, two frames (scenes) of a video

shown in Figure 1. An action detection model might pre-

dict that two people in the scene1 are in sitting posture. User

might be interested to know more details about the predic-

tion such as: Why do the model think the people are in

sitting posture? Why not standing instead of sitting? Why

two persons are sitting instead of one? The XAI models

aim to generate explanations to these questions from dif-

ferent perspectives such as follows: “action detection score

for them to sit is higher than other actions such as stand-

ing”, “the torso, left arm and right arm poses of both the

people suggest that they are in sitting pose”, “I found chairs

Figure 1. Two frames (scenes) of a video: (a) top-left image

(scene1) shows two persons sitting at the reception and others en-

tering the auditorium and (b) top-right (scene2) image people run-

ning out of an auditorium. Bottom-left shows the AOG parse graph

(pg) for the top-left image and Bottom-right shows the pg for the

top-right image

behind the table in the beginning of the video and couldn’t

see them now, which is why I think they might be sitting on

those chairs”.

Explanations are considered to be interactive conversa-

tions [8]. Therefore it is necessary to understand the under-

lying characteristics of such conversations. In this work, we

propose a generic framework to interact with an XAI model

in natural language. The framework consists of two key

components – namely, the prediction And-Or graph (AOG)

model for recognizing and localizing concepts of interest in

input data, and the XAI model for providing explanations

to the user about the AOG’s predictions.

The And-Or graph is a hierarchical and compositional

representation recursively defined to capture contextual in-

formation. In this work, we focus on the XAI model spec-

ified to interact with the user in natural language, whereas

the AOG’s predictions are considered given and represented

by the corresponding parse graphs (pg’s) of the AOG. Our

XAI model takes pg’s as input and provides answers to

the user’s questions using the following types of reason-

ing: direct evidence (e.g., detection scores), part-based in-

ference (e.g., detected parts provide evidence for the con-

cept asked), and other evidences from spatiotemporal con-
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text (e.g., constraints from the spatiotemporal surround).

We created a new explanation dataset by using Youtube Ac-

tion Videos dataset.

2. Related Work

Several works [8] have been proposed in the past to

understand the underlying characteristics of explanations.

Lombrozo et al. [7] proposed that the explanations are typ-

ically contrastive: they account for one state of affairs in

contrast to another. However the definitions of most of these

explanation types are based on theoretical grounds [3] and

cannot be applied directly in practice. In our work, we pro-

pose explanation types that are motivated from an algorith-

mic perspective rather than on theoretical grounds. Hilton

et al. [4] proposed different types of contrastive questions

that can be posed by the user to an XAI model such as i)

why X rather than not X; ii) why X rather than the default

value for X; iii) why X rather than Y. In our experiments, we

found a similar and more finer categorization to be helpful

for analyzing the users questions.

3. XAI Question Types

Questions posed by the user to obtain explanations from

an XAI model are typically contrastive in nature [8]. For

example, questions such as “Why does the model think the

person is in sitting posture”, “Why does the model think that

two persons are sitting instead of one?”, need contrastive

explanations. In order to generate such explanations, we

categorize the questions into the following 10 categories

to understand the implicit contrast that a question presup-

poses:

1. WH-X Contrastivity in these type of questions will be

in the form of “Why X rather than not X”. For example,

the question “Why does the model think the person is

sitting?” is a WH-X question based on the video shown

in Figure 1. In this question, user wants to know the

explanation as to why the person’s action is predicted as

sitting rather than not sitting.

2. WH-X-NOT-Y Contrastivity in these type of questions

will be in the form of “Why X rather than Y”. For exam-

ple, the question “Why does the model think the person

is sitting and not standing?” is a WH-X-NOT-Y ques-

tion. In this question, user wants to know the explana-

tion as to why the person’s action is predicted as sitting

rather than standing. WH-X and WH-X-NOT-Y cate-

gories look similar and one might think they both need

similar explanations.

3. WH-X1-NOT-X2 Contrastivity in these type of ques-

tions will be in the form of “Why X1 rather than X2”.

For example, the question “Why does the model think

two persons are sitting instead of three?” is a WH-X1-

NOT-X2 question. It may be noted that WH-X-NOT-Y

questions refer to the contrastivity between two different

concepts X and Y whereas WH-X1-NOT-X2 refer to the

contrastivity between two different observations about a

single concept.

4. WH-NOT-Y Contrastivity in these type of questions will

be in the form of “Why not Y”. For example, the ques-

tion “Why does the model think the person is not stand-

ing?” is a WH-NOT-Y question. In this question, user

wants to know the explanation as to why the person’s

action is not predicted as standing.

5. NOT-X User might want to correct the XAI model’s un-

derstanding of a concept or argue with the XAI model

over the validity of an evidence. For this purpose, we

propose the question categories beginning with the pre-

fix ‘NOT’. Questions of NOT-X category will be in the

form of “I think it is X rather than not X”. For exam-

ple, the question “I think the person is not sitting?” is a

NOT-X question.

6. NOT-X1-BUT-X2 Questions of NOT-X1-BUT-X2 cate-

gory will be in the form of “I think it is X1 rather than

X2”. For example, the question “I think there are two

persons in the video and not just one” is a NOT-X1-BUT-

X2 question.

7. NOT-X-BUT-Y Questions of NOT-X-BUT-Y category

will be in the form of “I think it is X rather than Y”. For

example, the question “I think the person is sitting and

not standing” is a NOT-X-BUT-Y question.

8. DO-X-NOT-Y In some cases, user may want to see

how system’s interpretation/explanation would change

by hiding/modifying certain evidences. For this purpose,

we propose the question categories beginning with the

prefix ‘DO’. Questions of DO-X-NOT-Y category will

be in the form of “What if it is X rather than Y”. For

example, the question “What if the person is standing

and not sitting?” is a DO-X-NOT-Y question. In this

question, user wants to know how the system’s interpre-

tation of the scene in the video will change by assuming

the person to be in the standing pose rather than in the

sitting pose.

9. DO-NOT-X Questions of DO-NOT-X category will be

in the form of “What if it is not X”. For example, the

question “What if the person is not sitting?” is a DO-

NOT-X question.

10. DO-X1-NOT-X2 Questions of DO-X1-NOT-X2 cate-

gory will be in the form of “What if it is X1 and not

X2”. For example, the question “What if there are two

persons in the video and not one?” is a DO-X1-NOT-X2

question.

4. XAI Explanation Types

Our XAI model takes AOG parse graphs (pg) as input

and provides answers using the following six types of ex-

planations. In our experiments, we found that these ex-
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planation types are sufficient to answer all the 10 different

question types discussed in the previous section.

1. AOG Alpha explanation Alpha explanation is the ex-

planation generated by the XAI model using the direct

evidence (e.g., detection scores). For example, consider

the question “Why does the model think that the per-

son is sitting?”. Our XAI model, using the pg of scene1

shown in Figure 1, generates the following alpha ex-

planation “Action detection score for the person to sit

is highest”. It may be noted that XAI model used the

evidence from node A1 in the pg to generate this re-

sponse without taking advantage of surrounding context

(nodes).

2. AOG Beta explanation Beta explanation is the expla-

nation generated by the XAI model using the part based

inference (e.g., detected parts provide evidence for the

concept asked). For example, consider the question

“Why does the model think that the object in the video

is a person?”. Our XAI model, using the pg of scene1

shown in Figure 1, generates the following beta explana-

tion “Because I can see the person’s head, torso, left arm

and right arm”.

3. AOG Gamma explanation Gamma explanation is the

explanation generated by the XAI model using the top-

down approach. For example, consider the question

“Why does the model think there is a chair in the

video?”. Our XAI model, using the pg of scene1 shown

in Figure 1, generates the following gamma explanation

“Because I can see a person in the sitting pose”. It may

be noted that XAI model fails to generate alpha and beta

explanations for this question as we cannot see any chair

(node A3) in the video. However, using the evidence

from the parent node A1 in the pg, XAI model is able to

explain that there is a chair in the video.

4. Common-sense explanation Sometimes, the evidence

to generate an explanation may not be available in the

pg. In these cases, XAI model needs to generate an

explanation by contrasting the pg with common sense

knowledge.

5. Counterfactual explanation XAI model may need to

argue with the user over an evidence or explanation. For

example, consider the question “What if the person do

not have head in the video?”. XAI model generates the

following counterfactual response “Is it possible for a

person to exists without the head”. In our experiments,

we found that these counterfactual responses play an im-

portant role to explain certain concepts to the user.

6. Discourse based explanation A discourse relation [2]

tell us how two segments (or sentences) in the

text/document are logically connected with each other.

In particular, discourse relations provide the function of

each text segment in the document. In this work, we

extend the idea of the discourse phenomenon to videos

(and images). The intuition behind this is simple: any

video can be mapped to a document (or a group of sen-

tences) and discourse can be used to explain coherence

of any document. Therefore we can use discourse to ex-

plain coherence of a video.

In our experiments, we used Rhetorical Structure Theory

(RST) [2] to capture discourse relations. For example,

scene1 (where people are entering the auditorium) and

scene2 (where people are exiting the auditorium) in the

Figure 1 are connected with the discourse relation ‘con-

trast’, i.e. both these scenes compliment with each other.

In our XAI model discourse information plays an im-

portant role in generating context-rich explanations. For

example, consider the user question “I think people in

scene1 are not entering the auditorium”. Our XAI model

generates a counterfactual explanation “That means peo-

ple in scene2 shouldn’t be coming out of auditorium”.

Since scene1 and scene2 are connected with contrast dis-

course relation, our XAI model immediately inferred the

inconsistency of the facts and generated the above coun-

terfactual question.

5. Experiments

We created a new explanation dataset by using Youtube Action

Videos dataset [6]. These videos belong to 11 action categories

such as basketball shooting, biking, diving, etc. For each action

category, the videos are grouped into 25 groups with more than 4

action clips in it. For each domain, we manually collected a set

of question and explanation pairs: one question for each question

type, and five types of explanations for each question, i.e, a total

of 550 question-explanation pairs. We annotated this dataset with

help of 25 graduate students and 30 undergraduate students. We

asked the students to choose the correct explanation for each ques-

tion. Based on these annotations, we found several correlations

among the question and explanation types.

Table 1 shows the percentage of explanation types chosen by

the students for each of the question types. For the WH-X ques-

tion type, we expected that most students would prefer to see the

Alpha explanations. This is because, as WH-X question types are

simple and straightforward, we thought direct evidence would be

sufficient to explain them. However, we found that most students

preferred Gamma explanations, i.e. explanations generated using

top-down approach. This observation tells us that context based

explanations are preferred by the humans even for the simpler

questions. For WH-X-NOT-Y questions, some students preferred

Alpha explanations and some preferred Gamma explanations. We

found that dialogue/conversation history would be helpful in de-

ciding between Alpha and Gamma explanations.

For WH-X1-NOT-X2 questions, most of the students preferred

Discourse based explanations and Beta explanations. This is ex-

pected because in these questions, users refer to multiple instances

(i.e. X1, X2) of same entity (X). So either the discourse relations

between these multiple instances or the part based relations of

these instances would be helpful in generating the evidences. For

WH-NOT-Y questions, majority of the students preferred common
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Question type Alpha Beta Gamma Counterfactual Common sense Discourse

WH-X 23 3.9 46.2 19.2 3.8 3.8

WH-X1-NOT-X2 11.5 30.4 4.2 3.8 3.8 46.6

WH-X-NOT-Y 36.5 2 34.6 3.8 15.4 7.6

WH-NOT-Y 34.6 4.5 3.8 50.1 3.8 2.2

NOT-X 26.9 0 7.7 42.3 19.2 0

NOT-X1-BUT-X2 26.9 0 0 53.8 15.4 0

NOT-X-BUT-Y 3.8 26.9 3.8 65.4 0 0

DO-X-NOT-Y 0 3.8 7.2 3.8 3.8 81.4

DO-NOT-X 3.8 3.8 15.4 69.3 0 3.8

DO-X1-NOT-X2 3.8 3.8 8 65.2 7.2 8
Table 1. Percentage of explanation types (in columns) matched against the question types

Figure 2. Summary of the total percentage of explanation types

annotated across all the question types

sense based reasoning. Again, this is consistent with our expec-

tation because explaining why something is not observed needs

more understanding of the domain. Discourse based explana-

tion type is the most preferred explanation type for DO-X-NOT-Y

question type. This is expected because discourse relations would

be helpful in visualizing the bigger context of how evidences of

different concepts can influence each other. Similar to WH-NOT-

Y question type, common sense explanations are found to be the

most preferred explanations for NOT-X, NOT-X1-BUT-X2, NOT-

X-BUT-Y, DO-NOT-X and DO-X1-NOT-X2 question types.

Figure 2 summarizes the total number of explanation types that

are annotated across all the question types. We may observe that

Discourse based explanations and the Common sense explanations

are the most sought-after explanations. This clearly illustrates

the following two aspects: (a) necessity of capturing higher-level

context and the coherence of the videos (or Images, documents,

etc) through discourse relations, and (b) necessity for integrat-

ing richer domain knowledge in order to generate better common

sense explanations. It may also be noted that AOG Alpha, Beta

and Gamma explanations add up to more than 30% of the expla-

nations. That means AOG based prediction model is effective in

capturing the underlying evidences of concepts.

6. Conclusion

In this paper, we proposed a generic framework to interact with

Explainable AI (XAI) models in natural language. The proposed

XAI model takes And-Or graph based parse graphs as input and

provides answers to the user’s questions using the following types

of reasoning: direct evidence, part-based inference, and other ev-

idences from spatiotemporal context such as discourse relations,

common sense reasoning, counterfactual reasoning, etc. In our

experiments, we found that discourse based explanations and the

common sense explanations are the most sought-after explana-

tions. .
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